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Decay of the coronal magnetic field can release
sufficient energy to power a solar flare
Gregory D. Fleishman1*, Dale E. Gary1, Bin Chen1, Natsuha Kuroda2,3, Sijie Yu1, Gelu M. Nita1

Solar flares are powered by a rapid release of energy in the solar corona, thought to be produced by
the decay of the coronal magnetic field strength. Direct quantitative measurements of the evolving magnetic
field strength are required to test this. We report microwave observations of a solar flare, showing
spatial and temporal changes in the coronal magnetic field. The field decays at a rate of ~5 Gauss
per second for 2 minutes, as measured within a flare subvolume of ~1028 cubic centimeters. This fast
rate of decay implies a sufficiently strong electric field to account for the particle acceleration that
produces the microwave emission. The decrease in stored magnetic energy is enough to power the solar
flare, including the associated eruption, particle acceleration, and plasma heating.

T
he solar corona sometimes exhibits an
explosive release of the energy stored in
magnetized plasma, which drives pheno-
mena such as solar flares (1–5). The stan-
dardmodel of solar flares (6–9) posits that

they are powered bymagnetic energy stored in
the solar corona and released (dissipated into
other forms) through magnetic reconnection
(10)—a reconfiguration of the magnetic field
topology toward a state of lower magnetic en-
ergy. Changes in the coronal magnetic field
during a flare or other large-scale eruption have
been quantified only indirectly, for example
(11), from extrapolations of the magnetic field
measured at thephotosphere—the surface layer
of the Sun seen in white light. Although this
method can quantify the modest magnetic en-
ergy transfer of ~10%, it is known to suffer
from many shortcomings (12). The extrapola-

tion approach does not allow the dynamic local
changes of the magnetic field to be quantified
at time scales short enough to characterize the
flare energy release.
We report observations (13) of a large

solar flare—one of several that occurred in
September 2017. The partially occulted eruptive
flare occurred in active region (AR) 12673,
at heliographic coordinates 9° south, 91° west
(Fig. 1A), on 10 September 2017. This event ex-
hibits themain ingredients of the standard flare
model, including a cusplike structure of nested
magnetic loops that evolves upward at a speed
of ~30 km s−1 and an apparent current sheet
(Fig. 1A) (14–16). This eruptive flare was widely
observed at many wavelengths (14–19). Esti-
mates of the kinetic, thermal, and nonthermal
energies released in the flare are available
from complementary approaches and datasets,

whereas the dominantmagnetic energy has only
been estimated indirectly (20). Figure 1 shows
context information for the flare, including
the microwave images that we observed using
theExpandedOwensValley SolarArray (EOVSA)
(21) in 26microwavebands in the range of 3.4 to
15.9 GHz (13).
We producedmagnetic fieldmaps from these

observations (13), examples of which are shown
inFig. 2. The full sequence is shown inmovie S1.
They show strong variation between maps,
demonstrating the fast evolution of the coro-
nal magnetic field strength B. The magnetic
field strength decays quickly at the cusp re-
gion; away from that region, the field also
decays but more slowly.
To quantify this decay, Fig. 3 shows the time

evolution of the flaring coronal magnetic field
at two locations marked in Fig. 2. Both loca-
tions exhibit a decay in the magnetic field
strength but with different timing. One loca-
tion shows a decay of the magnetic field from
~600 to ~200 G over ~1 min, a magnetic field
decay rate of jB� j≈6:6 G s�1 . The decay ends
at about 15:58 Coordinated Universal Time
(UTC), after which the magnetic field at this
location remains roughly constant. By con-
trast, the location within a larger and higher
collapsing loop, marked in Fig. 1A, experiences
a longer decay, until roughly 16:00 UTC. In this
location, the magnetic field decays from ~900
to ~250 G over ~2min, a rate of jB� j ≈ 5:4 G s�1.
The energy release suggested by this magnetic
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Fig. 1. Multiwavelength observations of the
class X8 flare on 10 September 2017. (A) An
EUV image (193 Å) with inverted brightness
overlain with contours outlining the thermal
(red contours) and nonthermal (blue contours)
hard x-ray (HXR) emission (16). The green
and white lines are a schematic drawing of the
plasma sheet (the current sheet, according
to the standard solar flare model), closed and
collapsing (newly reconnected) loops, and
the cusp region, where the fastest evolution
of the magnetic field takes place. Only one of
the loop foot points (the southern one) is
located on the visible side of the disk, whereas
the other is located behind the limb (occulted
by the Sun). The thin white curve shows the
solar surface (photosphere). The dotted black
lines indicate the solar coordinate grid marked at 5° intervals. X and Y are the Cartesian coordinates with the coordinate center adopted in the center of
the solar disk. RHESSI, Reuven Ramaty High Energy Solar Spectroscopic Imager. (B) The same image as (A), overlain with the microwave observations
taken with EOVSA. The colored regions indicate the ≥50% brightness areas corresponding to 26 frequencies from 3.4 to 15.9 GHz. The relationships among
different data sources suggest that the microwave emission comes from the cusp region, outlining the newly reconnected collapsing field lines. The gray
box outlines the region of corresponding magnetic field maps in Fig. 2. AIA, Atmospheric Imaging Assembly; Freq., frequency.

on M
ay 13, 2020

 
http://science.sciencem

ag.org/
D

ow
nloaded from

 

http://science.sciencemag.org/


field decay ends around the time of the peak
microwave emission (16:00 UTC), which is
consistent with the theoretical predictions
of microwave emission arising from a pop-
ulation of trapped electrons (16).
We compare these measurements of the de-

caying coronal magnetic field with equilib-
riummodels that are based on extrapolation
of photospheric magnetic field measurements
(11). The extrapolation requires corresponding
photospheric vector magnetic field data, which
are not available for this partially occulted
event. However, magnetic field models are
available (22) for this AR a few days earlier,
on 6 September 2017, when this AR could be
seen more face-on. These models found that
the strongest magnetic field in the corona at
the height of 30 Mm was ~200 G [figure 5 in
(22)]. Our measurements at that height match
this model value at the end of the time range
analyzed, after the decay of the magnetic field
is over, which implies that the magnetic field
in the flare evolves toward an equilibrium
state. However, the much stronger values ob-
served earlier in the flare are several times as
high as the equilibrium values. This indicates
that a dynamic, transient magnetic field was
lifted up from lower heights by the eruption
process. This redistribution of the strong mag-
netic field—originally located low in the corona—
over a much larger coronal volume during the
flare might power the solar flare and asso-
ciated eruption.
The Faraday equation is B

� ¼ �c∇� E
(where B and E are the magnetic and electric
field vectors, respectively, and c is the speed of
light), which requires that an electric field be
associated with the observed decay in mag-
netic field strength. Estimating j∇� Ej as E/R,
where R is the scale of nonuniformity at the
cusp region, and adopting representative values
B
�

≈5G s�1 and R≈3:65� 108 cm—equivalent
to 5 arc sec on the Sun, which is the size of the
smallest coherent structures in the magnetic
maps [as well as in extreme ultraviolet (EUV)
images (15)]—we find E ~ 20 V cm−1. For com-
parison, the Dreicer field, which demarcates
regimes of the steady electric current and
free runaway of the plasma electrons (23),
is ED ∼ 10�4 V cm�1 . This field strength E is
consistent, within an order ofmagnitude, with
available indirect estimates (10, 24, 25) for
other large flares. Our choice of the scale R ≈
5 arc sec is ~10 to 20% of the cusp size and
represents the macroscopic structure. It does
not preclude the existence of smaller-scale
structures and the proportionally smaller
electric fields associated with them. However,
the derived electric field remains above the
Dreicer value for any scales ≳ 5� 10�5 arc sec.
The decrease inmagnetic energy at the cusp

regionmust be associatedwith a conversion of
that energy into other forms. An energy source
is needed at the cusp region of this event to

account for its enhanced temperature (15). The
magnetic-field–aligned component of our in-
ferred electric field should accelerate particles
as required to power the microwave emission
and could drive the observed enhanced heat-
ing at the cusp region (15).
The decay inmagnetic field strength implies

advection and/or diffusion of the magnetic
field, which can be estimated using the induc-
tion equation,B

� ¼ ∇� ½v� B� þ n∇2B, where
v is the plasma velocity and n is the magnetic
diffusivity. The advection term,∇� ½v� B�, can
easily account for themagnetic field variation
during the phase of apparent upward motion
of the arclike structures in the magnetic field
maps from 15:57:00 to 15:59:25UTC (movie S1).
However, at later times these arclike struc-
tures fade without moving, which implies
dissipation of the magnetic field, not advec-
tion. We estimate the magnetic diffusivity
n required to drive the apparent decay rate
ðjB� j ≈ 5 G s�1Þof themagnetic field (B ≈ 600G)
as n ∼ R2 B

�

=B ∼ 1015 cm2 s�1. This value of n is
much larger than the magnetic diffusivity due
to Coulomb collisions (26). It can only be pro-
vided by turbulent magnetic diffusion, which
appears when a large fraction of the velocity v

entering the induction equation is fluctuating
[turbulent-like (27)], rather than steady. Aver-
aging the induction equation over the random
velocity field results in a renormalization of
the magnetic diffusivity coefficient (26) such
that n ∼ u R=3, where u is the typical turbu-
lent velocity. Nonthermal turbulent velocities
of u ∼ 100 km s�1 were measured at the cusp
region in this flare (15), which implies n ∼ u R=
3 ∼ 1:2� 1015 cm2 s�1 , in agreement with the
estimate obtained from B

�

above.
Figure 3B shows the evolution of the mean

magnetic energy density (13) in this region.
Over ~1.5 min, the magnetic energy density
decays at a rate of ~200 erg cm−3 s−1, losing
~80% of the magnetic energy available in this
area. The net decrease of the magnetic energy
in the adoptednominal flare volumeof 1028 cm3,
which corresponds to a source with a linear
scale of ~20 Mm (Fig. 1), is ~2 × 1032 erg.
We compare this reduction in magnetic en-

ergy density with the energy density of non-
thermal electrons (microwave diagnostics pro-
vides the instantaneous electron and energy
densities, unlike x-ray diagnostics, which
provides electron and energy flux), which we
compute from the same data (13). Figure 3B
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Fig. 2. Evolving maps of the coronal magnetic field. (A to D) Four coronal magnetic field maps derived
for the 10 September 2017 flare, separated by 72 s. Apparent upward motion of the radio source and looplike
structures in the magnetic field maps is visible in panels (A) to (C), showing the spreading of the
reconnection process upward. Red and white squares, and the empty white box, correspond to locations
shown in Fig. 3. The solar coordinate grid and the solar photosphere are shown by the white dotted and
solid lines, respectively. Movie S1 shows an animated version of this figure.

RESEARCH | REPORT
on M

ay 13, 2020
 

http://science.sciencem
ag.org/

D
ow

nloaded from
 

http://science.sciencemag.org/


shows the evolution of the (lower bound of
the) nonthermal energy density, assuming a
power-law distribution of electronswith a low-
energy cutoff of Emin = 20 keV (13). Although
this nonthermal energy constitutes only a few
percent of the decrease in magnetic energy, it
appears that the main decay of the magnetic
energy is correlated in time with the increase
of the nonthermal electron energy. This result
implies that a direct energy conversion occurs
in this region. The thermal energy density and
kinetic energy density of turbulent motions
cannot be estimated from themicrowave diag-
nostics alone but require additional inputs
based on available EUV diagnostics (15). The
estimated thermal energy density (13) is also
shown in Fig. 3B. It overlaps with the lower
bound of the nonthermal energy density ob-
tained above. The kinetic energy associated
with random motions of the plasma is two
orders of magnitude lower than the thermal
energy. This implies that we observe a region
at the cusp location—where available magnet-
ic energy is converted to other forms of flare
energy—which occurs below, but not within,
the reconnection current sheet. The observed
release of the magnetic energy is sufficient to
power all other observed forms of energy in
the flare.
Our observations quantify the coronal mag-

netic energy at the flare site and establish ex-
actly where and how fast it is released. Our
findings provide a quantitative observation
of energy transformation in a solar flare, link-
ing the thermal and nonthermal energy com-

ponents to the associated magnetic energy
release.
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Fig. 3. Evolution of the magnetic field and magnetic energy. (A) Evolution
of the magnetic field at two locations shown in Fig. 2. The red and black
symbols show the data from the red and white squares, respectively.
Black circles show decay of the magnetic field from 15:57 to 15:58 UTC,
remaining roughly constant after that. The red squares, which correspond
to a higher member of the system of nested loops, show a similar decay
lasting 2 min longer, coinciding with the apparent upward motion of

the EUV loops (Fig. 2). Error bars show 1s uncertainties. (B) The mean
magnetic energy density wB (black circles) and the mean energy density
of nonthermal electrons wnth (blue triangles), both computed within the
white box shown in Fig. 2. The shaded gray area indicates our estimated
range of thermal energy density computed in (13). The right axis shows
the corresponding total energy, assuming a flare volume of 1028 cm3.
Error bars show 1s uncertainties.
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Materials and Methods
Overview

We used data from the Expanded Owens Valley Solar Array (21) (EOVSA), which provided

microwave images of the solar flare at hundreds of frequencies, combined into 30 spectral win-

dows (16). EOVSA provides microwave images of the entire Sun with a time cadence of 1 s

with high spatial (a few arcsec) and spectral (a few MHz) resolutions over the frequency range

1-18 GHz. This combination of high cadence and high spatial and spectral resolutions en-

ables (28, 29) dynamical measurement of the evolving coronal magnetic field along with other

rapidly changing physical parameters of solar flares. The microwave spectra have sufficient

spatial resolution to investigate an almost uniform fraction of the (generally highly inhomo-

geneous) flaring region. The spectra from such (quasi-)uniform sub-volumes are fitted with a

uniform-source model, which includes the gyrosynchrotron and free-free emission processes

(see below). Sequential model fitting of the spectra from each pixel with sufficient microwave

emission in each time range yields evolving parameter maps, which we computed with a ca-

dence of one map every four seconds. We employed the evolving magnetic maps to study the

spatially resolved structure and evolution of the magnetic field strength and the magnetic energy.

Description of the EOVSA Instrument and Data

EOVSA (16, 21) is a solar-dedicated radio array located at Owens Valley, California, USA.

The array consists of thirteen 2-m antennas which at the time of these observations observed

the Sun over the 2.5–18 GHz frequency range, covering that range every 1 s. The array also

includes a 27-m antenna used for calibration on cosmic sources. The 13 small antennas form

an interferometer with 78 baselines. For the event described in this Report we used imaging

data above 3.4 GHz (16) split over 26 spectral windows (spws) of width 160 MHz with equally

spaced central frequencies f = 2.92 + n/2GHz, where n is the number of the spw from 1 to

26.

2



A detailed description of the imaging for the 2017 September 10 event is given in an earlier

paper, (16). The nominal full-width-half-max (FWHM) spatial resolution of these observations

is elliptical, with major axis 113.′′7/f [GHz] and minor axis 53.′′0/f [GHz]. The microwave

image deconvolution procedure used the standard CLEAN algorithm (30). A circular restoring

beam was used of FWHM 87.′′9/f [GHz] for frequencies up to 14.9 GHz, while the size was

fixed at 6′′ above 15 GHz. Thus, the frequency range of 3.4–18 GHz corresponds to a restored

range of 25.′′7–6.′′0. However, for convenience in spectral fitting (see below), the cell size used

in creating the images was fixed at 2′′ × 2′′ at all frequencies, which provides three samples

across a resolution element at the highest frequencies (>15 GHz), and increasingly oversamples

at lower frequencies.

The microwave multi-frequency images from EOVSA are combined by fitting models to

the spatially resolved spectra sequentially, pixel-by-pixel and time-frame-by-time-frame, with

a uniform-source function.

Microwave Spectral Fitting Technique

The microwave imaging spectroscopy data can be considered as a four-dimensional (4D) data

cube with two spatial dimensions (x and y in the images), one temporal dimension (time),

and one spectral dimension (frequency). We adopt the microwave Spectral Fitting Technique

(28, 29), which attempts to fit a model to each spectral instance—the spectrum from a given

pixel obtained at a given time—using a physically motivated model (“cost” function), based

on the assumption of a homogeneous source. This can only be applied to a sufficiently small

portion of the source that it can plausibly be approximated by a (quasi-)uniform source in the

xy plane. We ignore the unavoidable line-of-sight (LOS) ambiguity along the z coordinate

except in cases where it produces multiple spectral peaks; see below. The robustness of the

homogeneous source assumption has been investigated using simulations (29).
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Microwave continuum bursts in solar flares are typically produced by nonthermal electrons

spiralling in the ambient magnetic field with, perhaps, some contribution of free-free emis-

sion (31) from the ambient thermal plasma, so the cost function must include a combination

of the gyrosynchrotron (GS) and free-free processes. The source function describing free-free

emission is relatively simple (26), while that for the GS process is more complicated and its

exact numerical implementation is computationally expensive. We use Fast Gyrosynchrotron

Codes (32), which reduce the time needed to compute a GS spectrum. These codes were used

to compute the cost function in the practical forward model fitting (28,29) codes we employed.

Specifically, the cost function represents a solution of the radiation transfer equation that in-

cludes GS and free-free emissivity and absorption in a uniform source having a projected area

of 2′′ × 2′′, depth d = 5.8Mm along the line-of-sight (equivalent to 8′′ if viewed in the sky

plane, taken to be roughly equal to the width of flaring loops), and a number (typically, six) of

free parameters to be determined from the model fitting. A typical set of free parameters is: the

magnitude of the magnetic field B (which we allow to vary in the range 1 G to 3000 G), the

angle θ between the magnetic field vector and the line-of-sight (from 20◦ to 90◦), the thermal

plasma density nth (from 108 to 6×1011 cm−3), the nonthermal electron density nnth (from 103

to 2 × 1010 cm−3) above a preset low-energy cutoff Emin (assumed to be Emin = 20 keV), the

spectral index δ (from 1.1 to 15), and the high-energy cutoff Emax (from 0.1 to 10 MeV). The

latter three parameters plus Emin are used to determine the total energy in nonthermal particles,

shown in Fig. 3. The forward model fitting employs the SIMPLEX minimization scheme (33) to

find a local minimum of the given functional in a multi-dimensional parameter space, comple-

mented by “shaking” that strongly perturbs the solution obtained by SIMPLEX, to overcome

any local minimum to locate (as close as possible) the global minimum. The model fitting

code also returns the uncertainty of each fit parameter computed as the range of this parameter

variation within which the solution remains within the confidence interval (of one sigma), inde-

4



pendent of other parameter variations. The actual scatter of the derived parameters is consistent

with these error bars; see Fig. 3A.

Tests (28,29) with simulated microwave data based on 3D flare models have established that

the algorithm recovers the source parameters in most cases; especially when the spectral peak

lies within the spectral range of the instrument and the low- and high-frequency slopes are well

constrained. The high-frequency (optically thin) slope of the microwave spectrum constrains

the slope in the energy spectrum of nonthermal electrons and the low-frequency (optically thick)

spectral range constrains the effective energy of radiating electrons. This effective energy de-

pends mainly on the spectral index (fixed by the high-frequency slope) and the magnetic field

strength. The peak frequency depends on the magnetic field and the number density of the

nonthermal electrons, while the shapes of low- and high- frequency spectral regions depends,

respectively, on the thermal plasma density (via Razin-effect (32) and/or free-free contribution)

and the high-energy cutoff (which is, however, rather poorly constrained in most of the cases

studied here); Movie S2 shows these trends, where for clarity we only vary each parameter by

a factor of two. In the real fitting process the parameters can vary within much broader limits;

see above.

EOVSA can provide spatially resolved spectra similar to the simulated data (28, 29) and,

thus, our data are appropriate for performing dynamic coronal magnetography of flaring regions.

As discussed above, the spatial resolution of the images is frequency dependent, while for the

fitting we employ the frequency-independent pixel size of 2′′×2′′, which is similar to the spatial

resolution at the highest frequencies. This implies that the lower-frequency emission from

such a pixel effectively involves some averaging due to leakage from the surrounding pixels

pertaining to the same resolution element at a given frequency. This issue was investigated

using simulated data (29). Specifically, a solution that makes up for the potential negative

effect of this averaging is adding an additional, frequency-dependent error to the formal rms

5



errors, to apportion a progressively smaller weights to the lower-frequency data points during

our model fitting. It was found (29) that such an approach works except at the source edges,

where the effect of the frequency-dependent spatial resolution yields apparent fitting artifacts.

An alternative to this approach could be the use of a larger pixel for the fitting corresponding

to the resolution element at a low frequency. In the simulations reported by (29), however, it

was found that in most cases this would result in deviations from a uniform source spectrum,

thus, invalidating the technique. Therefore, we proceed with the smallest possible pixel size

and frequency-dependent weights (29).

However, the real data offer a wider variety of cases than found in simulations (29). Fig-

ure S1 shows a set of spectra obtained from various pixels during the main phase of the 2017

September 10 flare. Figure S1A shows two examples of single-component spectrum (i.e., a

spectrum having a single peak) and their fits by the adopted uniform source model. Although

one of them has a second component rising at high frequencies, the high-frequency data points

have relatively large uncertainties in this instance and, thus, small fitting weights. As a result,

the automated fit effectively ignores the high-frequency component, while closely fits the low-

frequency component. All quantitative results presented in the Report are based on similarly

good spectra and reliable fits.

Figure S1B-C display more problematic cases, which we did not use for quantitative anal-

ysis. Figure S1B shows two cases of spectra that do not contain a peak, but continue rising

at the highest observed frequencies. Diagnostics based on such cases are possible, but have

higher uncertainty. Figure S1C presents two cases when the presence of two spectral compo-

nents affects the model fitting. Although in principle such cases might be used quantitatively,

they would require a modification of the cost function to include two sources along LOS, so we

discard them.

As an example, all 60 spectra covering 60 sequential time frames from the white square in

6
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Fig. S1: Example spectra and models fitted to them. A: Two examples of single-component
spectra having the spectral peak within the observed frequency range, which are both well-
suited for our spectral model fitting. Although the spectrum shown by small circles does show
a second component (perhaps a result of an imaging sidelobe) at high frequencies, it has large
uncertainties so receives a low weight in the fitting process, which retrieves the main, low-
frequency spectral peak. Error bars show the statistical uncertainties, obtained by selecting an
area away from the source and computing the root-mean-square (rms) of the background fluc-
tuations. B: Two examples of single-component spectra, where the spectral peak falls outside
the observed range of frequencies. Model fitting of these spectra is statistically justified, but
might not be unique. C: Two examples of two-component spectra, which cannot be adequately
fitted using a single-component source model. All quantitative results in this Report are based
solely on well-constrained models similar to those shown in panel A. The fluxes are given in
Solar Flux Units (sfu): 1 sfu = 104 Jy = 10−22 Wm−2Hz−1 = 10−19 erg s−1cm−2Hz−1.

Fig. 2 are shown in Fig. S2. All these spectra are similar to those in Fig. S1A, and all but one

of the model fits closely match the data points.

The derived evolution of the magnetic field can, in principle, be used to quantify the mag-

netic energy, energy density, and their evolution at the flaring volume. However, as we have

shown above, not all elementary spectra are reliably fitted by our automated fitting procedure.

Thus, it might not be reliable to integrate over the entire flaring region. We inspected our mag-

netic field maps and identified an area, marked by a white box in Fig. 2, where most of the

spectra are smooth and single-component like those in Fig. S1A, and therefore the vast majority

of the fits are reliable (see Fig. S2).

7



A Consistency Check

To check the numbers of the magnetic field, its derivative, and the associated electric field for

consistency, we exploit previous observations that the microwave source moves upward with

velocity v ≈ 30 km s−1 (16), likely tracing the process of upward spreading of the magnetic

reconnection. This velocity, because of magnetic connectivity with the photosphere, should

have an associated ribbon-spreading velocity commonly used to estimate the reconnection elec-

tric field (24). Hence, the reconnection electric field can be estimated as E [V cm−1] ≈

10−3B[G]v[km/s]. Taking the above estimate of the electric field (20 V cm−1) and velocity

v ≈ 30 km s−1, we obtain an estimate of B ∼ 600 G, which is within the range of the varying

magnetic field in Fig. 3A. This confirms that our measured values of the magnetic field and its

derivative are mutually consistent.

Magnetic, Nonthermal, Thermal, and Kinetic Energies

The magnetic and nonthermal energy densities are constrained by the model fitting parameters.

The magnetic energy density wB = B2/8π is determined by the magnetic field strength at

each location and time frame. We compute the mean energy density of the magnetic field by

averaging over all locations in the white box shown in Fig. 2. The total magnetic energy of the

flare is a product of the energy density and the flare volume.

The energy density of nonthermal electron component wnth = δ−1
δ−2Eminnnth is computed

above the cutoff energy Emin at each location and time frame. The mean nonthermal energy

density is computed by averaging over all locations in the white box shown in Fig. 2. The total

nonthermal energy of the flare is a product of the energy density and the flare volume. The

uncertainties of the magnetic and nonthermal energy (density) are computed by propagation of

errors of the model fitting parameters used to compute these energy densities.

To estimate the mean thermal energy density over the same area as in case of magnetic and

8



nonthermal energies, we employed the thermal densities obtained from our model fitting. The

temperature, however, is not constrained by the model. EUV data have allowed the temperature

to be estimated as T ≈ 20 MK (15) but for different locations and time frames. Given that

we do not know exact values of the temperature for our time frames and individual pixels, we

adopt a likely range of the flare plasma temperatures 10–30 MK. The thermal energy density

is wT ≈ 3kBnthT erg cm−3, where kB is the Boltzman constant, then the thermal energy is a

product of the energy density and the volume.

Similarly, the kinetic energy density is ρu2/2, where ρ ≈ nemp is the plasma mass density,

mp is the proton mass, u is the turbulent velocity. The nonthermal turbulent velocity were

measured from EUV spectral data (15) as u ∼ 100 km s−1. Then, the kinetic energy is the

product of the kinetic energy density and the volume.
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Fig. S2: Spectra and fitted models for all time frames for a single pixel. Sixty consecutive
spectra and fits from the location marked with the white square in Fig. 2 are shown, along with
the models fitted to them. During its evolution, the spatially resolved spectrum remains single-
component, and all but one of the fits closely match the data points. A poor fit is shown in red
(bottom row), which we ascribe to an artifact of a glitch in the data—an anomalously low flux
level at one of the frequencies on 16:00:40 UT indicated by the downward pointed arrow.
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Captions for Movies

Movie S1. Evolving maps of the coronal magnetic field. This movie demonstrates evolution

of the coronal magnetic field in the 2017 September flare over the four minutes. Each frame

is separated by 4 seconds. Solid white curve outlines the edge of the solar surface. The dotted

curves show the solar coordinate grid.

Movie S2. Sensitivity of microwave spectra to variation of source parameters. This movie

demonstrates how the two polarized components (ordinary mode; dashed line; and extraordi-

nary mode; solid line) of the microwave emission vary when the parameters of the emission

source change one by one. The total microwave intensity, used in this study, is the sum of these

two polarized components.
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